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Structural regression
Seeking the intrinsic relationship between two properties

OLS(Y|X)

OLS(X|Y)
(inverse regr)

Four
symmetrical
regression
lines

Ε(Y)=α+βΕ(X)



Analytical formulae for slopes of the 6 OLS lines

Isobe, Feigelson, , , , Akritas & Babu,  ApJ 364, 105 1990



Comments

• Standard estimates of variances of slopes 
are valid strictly under a very restrictive 
assumption: errors are independent of X 
values

• The estimates are valid even when this 
condition is violated. These are derived 
using the so called `delta method’



Suppose SXY > 0

• If β5 < 1,  then
β3 < 1 and  β1 < β4 < β5 < β3 < β2 .

• If β5 > 1,  then
β3 > 1 and  β1 < β3 < β5 < β4 < β2 .

• If β5 = 1,  then
β3 = β4 =  β5 .

β5 is the slope of the reduced major axis

- Feigelson & Babu, ApJ 397, p.55,  1992

Relations among the slopes



Example: Faber-Jackson relation
between diameter and stellar velocity
dispersion of elliptical galaxies



The calculated slopes are
2.4 + 0.4  and 5.4 + 0.8
for the extrema
OLS(L/σ) and OLS (σ/L),
respectively, and 
3.4 + 0.4, 3.6 + 0.4
and 5.2 + 0.8 for the OLS
bisector, reduced major 
axis, and orthogonal 
regression respectively. 
The scientific conclusions

regarding distances and galaxy formation models obviously 
depend greatly on the regression method adopted. The dispersion 
of the five estimates is larger than the variance of any one 
estimate. The astronomer should calculate all the regression lines 
and be cautious about the confidence intervals and conclusions.



Heteroscedastic measurement errors
in both variables 

Homoscedastic functional
Deeming (Vistas Astr 1968)
Fuller “Measurement Error 
Models” (1987)

Heteroscedastic functional
York (Can J Phys 1966)
ODRPACK  Boggs et al.
(ACM Trans Math Soft 1990)

Heteroscedastic structural
BCES (Akritas & Bershady
ApJ 1996)



Functional Regression

Yi= yi + εi

Xi= xi +  τi

εi and τi are measurement errors

• We are interested in the real (regression) 
relation

yi= bxi + a
• xi are fixed.



Fitting Power Law

• f(z)= c z-α  for z > h >0 and for some α > 1.
• Y=log (f(x)),   X = log z
• Y= a + b X
• Fitting the curve is equivalent to estimating 

a and b by linear regression
• Clearly we use OLS(Y|X)
• X is independent variable and Y is 

dependent variable



Structural Regression

Yi= yi + εi

Xi= xi +  τi

εi and τi are measurement errors

• We are interested in the real (regression) 
relation

yi= bxi + a
• For any i, xi is a random variable, it has its 

own intrinsic variability



Y = observed data 
V = measurement errors

X = intrinsic variables
e = intrinsic scatter

Regression model

Slope estimator

Slope variance

Regression with measurement errors and intrinsic scatter

Akritas & Bershady,  ApJ 470, 706  1996



Truncation due to flux limits

Econometrics: Tobit & LIMDEP models (Amemiya, Advanced econometrics 1985;
Maddala, Limited-dependent & Quantitative Variables in Econometrics 1983)
Astronomy: Malmquist bias in Hubble diagram (Deeming, Vistas Astr 1968,
Segal, PNAS 1975)



Censoring due to non-detections

Correlation coefficients:
Generalized Kendall’s τ (Brown, 
Hollander & Korwar 1974)

Linear regression with 
normal residuals: 
EM Algorithm (Wolynetz Appl
Stat 1979)

Linear regression with 
Kaplan-Meier residuals: 
Buckley & James (Biometrika
1979)      Schmitt (ApJ 1985)

Isobe, Feigelson & Nelson (ApJ 1986)
Implemented in Astronomy Survival Analysis (ASURV) package



Conclusions

• Functional vs. structural regression
• Symmetrical vs. dependent regression
• Weighting by measurement error
• Truncation & censoring due to flux limits

Bivariate linear regression in astronomy can be 
surprisingly complex.  Pay attention to precise 
question being asked, and details of situation.  
Several codes are available through
http://astrostatistics.psu.edu/statcodes.


