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Structural regression
Seeking the intrinsic relationship between two properties

without specifying ‘dependent’ and ‘independent’ variables

OLS(Y|X)

OLS(X|Y)
(inverse regr)

Four
symmetrical
regression
lines



Shrinking and Stretching
Slope depends on the units



Analytical formulae for slopes of the 6 OLS lines



Example: Faber-Jackson relation
between diameter and stellar velocity
dispersion of elliptical galaxies



Heteroscedastic measurement errors
in both variables 

Homoscedastic functional
Deeming (Vistas Astr 1968)
Fuller “Measurement Error 
Models” (1987)

Heteroscedastic functional
York (Can J Phys 1966)
ODRPACK  Boggs et al.
(ACM Trans Math Soft 1990)

Heteroscedastic structural
BCES (Akritas & Bershady 
ApJ 1996)



Y = observed data 
V = measurement errors

X = intrinsic variables
e = intrinsic scatter

Regression model

BCES slope estimator

BCES slope variance

Regression with measurement errors and intrinsic scatter

Akritas & Bershady,  ApJ 470, 706  1996



X-ray sources in the HDFN



Truncation due to flux limits

Econometrics: Tobit & LIMDEP models (Amemiya, Advanced econometrics 1985;
Maddala, Limited-dependent & Quantitative Variables in Econometrics 1983)
Astronomy: Malmquist bias in Hubble diagram (Deeming, Vistas Astr 1968,
Segal, PNAS 1975)



Censoring due to non-detections

Correlation coefficients: 
Generalized Kendall’s τ (Brown, 
Hollander & Korwar 1974)

Linear regression with 
normal residuals: 
EM Algorithm (Wolynetz Appl 
Stat 1979)

Linear regression with 
Kaplan-Meier residuals: 
Buckley & James (Biometrika 
1979)      Schmitt (ApJ 1985)

Presented for astronomy by Isobe, Feigelson & Nelson (ApJ 1986)
Implemented in Astronomy Survival Analysis (ASURV) package



Bayesian Treatment of Measurement 
Errors in Linear Regression

• Errors-in-variables regression model (cf. 
monograph W. Fuller 1987)

ηi =α+βξi + εi  (True relationship)
xi=ξi+εx,i              (True variables indirectly observed
yi=ηi+εy,i                 with measurement errors)

• ξi is modeled as mixtures of Normals
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Conclusions

Bivariate linear regression in astronomy can be surprisingly 
complex.  Pay attention to precise question being asked, and 
details of situation.  Several codes available through
http://astrostatistics.psu.edu/statcodes.

• Functional vs. structural regression
• Symmetrical vs. dependent regression
• Weighting by measurement error
• Truncation & censoring due to flux limits

Other topics not considered here (some covered later in
the Summer School):

• Robust & rank regression techniques to treat outliers
• Goodness-of-fit, model selection and parsimony
• Nonlinear regression
• Multivariate regression 
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